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INTRODUCTION TO WEKA




What is WEKA
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Weka provides interfaces for processing datasets

« Explorer : Explorer is used to visualize data and look for the most appropriate
algorithm. All data is loaded into memory so that it can be quickly processed, but can
only be used for a limited amount of data. Explorer can be used for preprocessing,
association rule, classification, clustering, selecting attributes and data visualization.

 Experimentary : Used to find suitable parameters. Similar to explorer but the process
can be automated. Large-scale experiments (multi-machine) can be done with this
interface.

« KnowledgeFlow : Used to process data streams. Process configuration can be
arranged and can handle large data. Supports incremental learning.

« Workbench : an environment that combines all of the GUI interfaces into a single
interface. It is useful if you find yourself jumping a lot between two or more different
interfaces, such as between the Explorer and the Experiment Environment. This can
happen if you try out a lot of what if's in the Explorer and quickly take what you learn
and put it into controlled experiments.

« Simple CLI (Command Line Interface) : provides a simple command-line interface
and allows direct execution of Weka commands

Interfaces for processing dataset




Explorer Module




Selecting the Explorer menu the following display will appear, there are tabs
for preprocess, classify, cluster, associate, select attributes and

visualize

M Classify T Cluster TAssociate T Select attributes T Yisualize 1

Onpenfile... [ OpenLURL... ] [ OpenCE.. ] [ Generate... ] | Undﬁ | [ Edit... ] [ Save... ]

» Select open file, then select the location where Weka is uploaded and

enter the data directory.
« Try to load credit-g.arff data that contains bank customer data related

to credit.

Preprocessing




pen

Lookin | data ) (@] (@) (@) (=] e
airline.arff credit-g.arff iris.2D.arfr| L) Invoke options dialog
breasteancer.ant diabetes.arf ifis.anf
cortactlenses.arf glass.arf labor.ar | MO
cpu. AT hypathyroid.art REUErsCol o ome file farmats offer additional
cpuwith vendor.ant iohasphete. atf ReutersCo, gptions which can be customized

when invoking the options dialog.

- J -
File Mame: |credit—g.an’f |
Files of Type: | Arff data files (% arfl) v

Coen ) comr

The preprocess tab will display a summary of this dataset. Important information is
the number of instances (1000 rows) and the number of attributes (21 columns).
Weka said dataset as "relation". In this dataset each instances has the same
weight so that "Sum of weight" equals the number of instances

Current relation

Z
Relation: gerrgﬁ_credit Aftributes: 21
Instances: 100 Surm ofweights: 1000

Preprocessing




F\.ttrihules . . - .
. m  J wee J[ men || rmem | — Tryclicking on one of the attribute
names, for example:

checking_status attribute.

1 @ checking_status
2 [ duration
3 [ credit_history

L e oun Then the panel on the right,
[ ] savings_status - . n i
7 O ermplomert selected attribute” will be updated.

a E] installment_cammitment
3 ] personal_status

10 [] other_parties

11 [] residence_since

12 [ property_rmagnitude

13 [ age

14 E] other_payment_plans
15 [ housing
16 [ existing_credits
17 [] job ¥
“ -
Remove
Selected attribute N . I d t t
Mame: checking_status Type: Maminal omlna a a ype
Mi=s=ing: 0 (0% Distinct: 4 Unigue: 0 {0%)
Mo, | Lakel Count < |‘Weight
1 =0 274 274.0 —
-_— )
2 esx<a0 268 2690 The table above shows the count for
3 ==200 B3 B3.0
4 o checking 394 394.0 each Category

Preprocessing




Class: class (Mom) v . Wisualize All -
|

The color indicates the class to be
targeted

304

The blue color represents good
credit ("Good") and red bad credit
("Bad").

ik

\

The bottom panel shows this information
in the form of a histogram

Preprocessing




Now, we try selecting the "duration"” attribute. The "selected attribute" panel will
contain the minimum, maximum, mean and standard deviation

current relation Selected attribute
a ~.
Relation: german_credit Attributes: 21 Marne: duration Type: Mumeric
Instances: 1000 Sum ofweights: 1000 Missing: O (0% Distinct: 33 Unigue: & (1%
T | [ statistic Value
1 Minimum 4
Maximum T2
[ All J [ Mone J [ Irrvert J [ Fattern ] Mean 20,903
StdDev 12.059
| Mo, | | Name |
1 ] checking_status 2
3 [ credit_history
4[] purpose
& ] credit_armount

S % 2?:;?5;5?::”8 lCIass‘ class (Momj H[ isualize All J
a [:] installment_commitment
9 | personal_status
10 [ ather_patties
11 [] residence_since
12 [ property_magnitude ¥
13 ] age
14 [ other_payment_plans
15 [ housing
16 [ existing_credits
17 [] job
a 1

Remove

Tz

Numeric data types

Preprocessing




Some preprocessing that can be done are :

e Add or remove attributes.
* Discretization.
« Handling of missing values.

= Attributes
« Sampling. f |
O Normalization. [ Al ] [ Mone ] [ Irwert ] [ Pattern ]
M. | |Name |
1 (] checking_status i
2 [ duration
3 [] credit_history
We will delete the attribute, select 4[] purpose
. ) 8 [ credit_amount
one or several attributes and click B ) savings_status
the "Remove" button (don't worry, it | ;%f{;‘{;‘;ﬁfﬂﬁ{“_‘mmmnmem
will be lost later § [ personal_status
ND [] other_parties
1 [ residence_since
Note : 12 /] property_magnitude
To undelete an attribute, press the 14 ) other_payment.plans
"Undo" button, but if you want to 16 L housing
) . 16 [ existing_credits v
save the modification, press
n Save" [ Remave

Preprocessing




For other pre-processing is done through filters. Select Choose

Filter

Choose ||Hone

* Many filters available. Filters are divided into two categories :
supervised and unsupervised.
 Filters also apply at the instance (row) and attribute (column) level

Preprocessing




 Add or remove attributes.
 Discretization.

- Handling of missing values. We will try one of th_e filters. .
. Sampling For example : we will change the discrete data
« Normalization. from the numeric attribute "Age".
Selected attribute
Marme: age Type: Mumeric

Missing: O (0%) Distinct: 53 Unigue: 1 {0%:3

Statistic Yalue

Minimum 14

MaximLm 75

Mean 35546

StdDey 11.375

/

The minimum value of the age attribute is 19 and a maximum of 75.

Preprocessing




We will make it discrete into 5 groups.

Select Choose — Filters —» Unsupervised Fiter
— Attribute — Discretize == il
v fiters
\ < T AlFitter
[ MuttiFitter
RenameRelation
Filter » [ supervised
rﬁ Tﬁunsupewised
Choose ]|Discretize -B 10-h-1.0-R first-last -precision & ¥ 5 attribute
h [ aa _
AddCluster )
" . . "os AddExpressinn i
The number after the word "Discretize" is the ) AddD
default filter parameter. For example -B 10 S
means the value will be grouped with a number gdf:twuesp .
T : . artesianProdus
of "bin" as many as 10. By default Discretize = Center
will be done for all attributes (first-last). E,“js”sfif‘;i';frm“
Because we only want the "Age" attribute to be [ Clusterkembership
: . [ copy
discretized, the default value needs to be [F DatsToNumeric I
changed. Click on the words "Discretize" O Firstorter
D FiredDictionaryStringToWWordvector
D InterguartileRange ¥

[ Filter... ] [ Bemove filter ] [ Close ]

Preprocessing




Click on the words "Discretize"

11 i residgnce_since
12 [ ] property_magnitude

Parameter details will appear

14 E] other_payment_plans
16 [ ] housing

Edit the Indices attribute
section with 13 because the
Age serial number is 13 (only
the age attribute will be
transformed)

RangePrecision with 0
(integer) and change the
value of the bin to 3 (age
divided into 3 groups)

i i ibitelndi 14 ’ o &P :
You can see the Discretize rbuteinices (13|
parameter change hinRangePrecision |IZI - — s ! |

\ hing 3

that discretizes a range of numeric attributes in hore
the dataset into norminal attributes.
Capahilities

Filter

s

Choose ]|Disc:retize -B 3-M-1.0-R 13 -precision 0 P re p ro ce SSi n g




Check again the attribute "Age", then it has been changed to 3 categories
(<38), (38-56) and (> 56).

Fitter
[ [ Choose J|Discretize -B3-M-1.0-R13-precision 0 ‘ Apply SmL,
Current relation Selected attribute
eeecletlanrute
Relation: german_creditweka.fiters.unsuperised.attribute. Discretize-B3-M-1.0-R13-pr... Attributes: 21 Hame: age Type: Nominal
Instances: 1000 Sumn ofweights: 1000 Migsing: O (0%) Distinct: 3 Unigue: 0 (0%)
Attributes Mo | Lahel Count Weight
1 Gink387 G5 B56.0
r N T 2 (38-58]) e 276.0
{ All J { None j [ Invert j { Pattern J 3 E6einty 58 8.0
No. | | Mame |
1 [ checking_status E
2 [ duration
3 [ credit_nistory
4[] purpose |
5[] credit_amoun t
6 ] savings_status {CIass class (MNom) |_']l Wigualize All

7 ] employment

8 ] Installment_commitment
8 [ | personal_status

10 [ ather_parties

11 [ residence_since

12 (| property_magnitude

14 [ | ather_payment_plans
278

-“_

Discretization is useful for reducing the amount of data so as to speed up the process of
making a model (imagine the reduction obtained if applied to millions of rows of numeric
numbers). But discretization also results in missing information, for example people aged
42 and 51 will both fall into the 38-56 age category

16 [ | existing_credits ¥

Remave

Preprocessing




 Add or remove attributes.
* Discretization.
« Handling of missing values.

Open the soybean.arff file
in the [weka] / data

_ directory
« Sampling.
« Normalization.
Selected attribute
i i
Marme: germination Type: Maominal
Missing: 112 %5%} Distinct, 3 Linigue: 0 (0%
: > No. | Latiel Count Weight
This dataset contains 1 An-100 165 165 0
data about soybean o 213 Zi3.0
It-30 193 193.0
plants affected by the

disease. There are 683
instances (rows) and 36.

For the missing one-line data attribute, try looking
at the other attributes, there are attributes that
have a missing value of 16%.

Preprocessing




In the filter section, click Choose dan filter Filters — Unsupervised
— Instance — RemoveWithValues.

Filter

) E wee ka
v (5 filters
AllFilter
rLItiFilter Filter
RenameRelation -
- ﬁ' sUupervised
¥ (G5 unsupervised [[ Choose ]RemweWith\@lues-S 0.0-C last-Lfirst-last
= (B9 attribute v i
¥ &% instance
MHonSparseToSparse
Randomize
FRemoveDuplicates
RemoveFolds
FRemoveFraegquentvwalues

i ! 1n ( )

RemoveMisclassinea Click the name of the filter to configure the filter
emoveraercentads
FRemoveRange

B Fermovewithvalues
B Resample

B FReservoirSample

B SparseTolonSparse
SubsetByExpression

. [ Eilter... ] [ EBEemove filter ] [ Close ]

Preprocessing




What needs to be changed is attributeindex to 1 (attribute date),
matchMissingValues = True and invertSelection = True

eka.gui.GenericC

welka filters.unsupervised.instance RemovelWithvalues

Selected attribute
Mame: date Type: Mominal
Missing: 1 (0% Distinct: 7 Unigue: 0 (0%) Ahout
Mo Lahel Count | weight
T april 2% 260 Filters instances according to the value of an atftribute. dore
2 may Th TA0
3 june 93 93.0 Capahilities
4 july 118 118.0 —— - g
5 august 131 131.0 - — -
6 september 149 149.0
Dttt a .0 attributelndex |1 ‘
dehug [False I.IJ
Result
tCheckCapahilities [False H
\ doniFiteraferFirstBater | False 7|
Fitter invertSelection [True H
L[ Choose uRemmrewnhUalues-S 0.0-C1-Lfirst-last -4 -t rmatchMissingyvalues [True |']
modifyHeader [False I.IJ
The number of instances decreases nominalidices | frtast ~ W~ |
by one and the number of missing spltFoint 0.0 |

values for the date attribute will be 0.

L

[ Qpen... ] [ Save. . ] [ Ok J [ cancel

Preprocessing




Result, there is no data missing

Filter \

X -
[ Choose ]Remwe‘.'wﬂh\lalues-s 00-C 1L frsklast-V-M \ [ Aaly ][ il
\
Current relation Sele}sy attribute
Relation: soyhean-wekafiiers unsupeniaed instance Remaveitihialugs-50 0-C1-Lirs Aftrinutes: 36 Namme Tipe: hlaminal
Instances: 82 um ofweights: 682 Migging: 0 (0%) Distinct; 7 Unigue; 0 {0%;
J
Iitries No  |Label Court Welgtt
1 apr i 160
1 my I 750
oo [ e [ me || R - . 0
4 juky 118 1180
5 august 13 0
b septerber 148 1440
2[:]plam-stand 7 october 0 900
30 precin
41 tem

Preprocessing




Another alternative is to replace the missing value with the mode or median value in

the dataset

choose filters—unsupervised — attribute — ReplaceMisssingValues

The filter will replace all missing values with a median for numeric type attributes and

mode for nominal type attributes

m
| Prepracass [ classt | custar | Associals | Seiact aibues [ Wisualzs |

| o |
Filai

OganURL. || CgenDE. | | Gesenw. | [ || EaL. || S |

—_—

Chotse | Replhcebssngvalnes

Curian! falatios
oo

Fralation: sobiean-waka Mers insuganied atriee R Airbias: 3B

In=tances: 682

‘Bum o weights: GEZ

N —_———

[ appm

Sl

&

Marme gamminatan

[

| Al || Hoea | e | Famam

-

Wssing D%
[,

Labs
1 90100
2 80-pE
3 HEd

Dislinet 2
| it
165

a2
103

Type Hominal
Unique D 0%)
|t
16510

el
1530

Ho. || Hame | |
1 dete [
2 || plant-stand ™ | I
a H precie
4L temp
5 (1)
B || crop-test
T ame-camapad

8 severmy
9 || sesd-nk

11 || planigras
12 L leawes

13 [ lealepots-hak
14 I_, Ieaf=pois-mag
15 [ leafspotsie
16 | teakzhread

17 L leakmall

i

R gerepee

Preprocessing




If we want to replace the missing value with a certain value
It can be used filters — unsupervised — attribute — ReplaceMissingWithUserConstant

For example : we want to replace the empty value in the "plant-stand" attribute.

Current relation Selected attribute
[ & 2
Relation; soybean-weka fiters. unsupenised.instance Remaveitithalugs-S0.0-C1-Lirs... Aftributas: 36 Nare: plant-stand Tie: Norminal
Instances: 682 Surm of weights: 682 Missing: 35 (5%) Disfinct. 2 Unigue: 0{0%)
J A
itibufes No. [Labe Count Weight
[ - 1 npmal 3¢ 30
7 normal 2493 2930
| Al [ e | omem [ m |
) | |Name ‘
10 tate i
30 pretip
4 temp I \

There are 35 missing values

Preprocessing




We will replace the missing value with a new value that is
"not-available"

classity | Cluster [ Assacate | Sewc stribues | visuizs |

| opemfie. || openus. || cpenpbB. || | Unda | S |
Afrssiast -7 0-F wye WM dTHHmmess y . |[_Ppok i ]
e
sumctwehis 193 | | Mesm% Dleanct 2 Unkoon: 8 089
Select the I/'ﬁu Labsal | Caun | wigh
. . . 1 FaienE 4 354.0
ReplaceMissingWithUserConstant —| H 2 tnomal 193 2530

filter

There are 36
missing values

/

L) | | Hama
1 dale

31 pracip
4 temp

crog-hisl

Tl ama-damaged
B meverity

9] seedim
0 gaminaion
A1 | plank-growth
1]1_}. Iavas

13 leafspois-halo
14 __ leatspois-marg
15 _| leatspot-sen
18 leatshread

17 L Ieat sl

| Clesa clasa (Mom)

x| vmvase A -j

Ramave

Preprocessing




Set the parameters as follows : Attributes = 2; NominalStringReplacementValue = "not-available*

Result

I More
Capabilities

There are no more missing values and
there are additional new values that — S
are not available as many as 35.

dateReplacementyalue

nominalStringReplacementvalue

Selected attribute
Marne: plant-stand Type: Nominal [False I-IJ
Wissing: 0 (0%) Distinct: 3 Unigue: 0 {0%)
o Lo — e doMotCheckCapabiliies | False v
1 not-available kg 340
1 normal 254 3840 ignoreclass [False H
3 Itnarmal 293 2930

numericReplacementv¥alue 0

[ pen... J [ Save.. J [ Ok J [ Cancel J

Preprocessing
T ATEENERRI T A SO SRR S Ry v - o ooen i~




Load Data

On the Preprocess tab, select the Open file button and navigate to the data folder in the
weka directory then select weather.nominal.arff.
?Open - L

55

Lookyn: ({8 aata o) (@] (@] (@) (E(e] Result
it ReutersGrain-test arf supermarket anf [ Invoke options dialog
ReutersGrain-train.arf unbalanced.arff
segment-challenge.arff vate arff Mote:
Corn-testarf segment-test.arf weather. nominal arff Some file formats offer additional
Corn-train.arff sovhean.arff weather.numeric.arff optians which can be custamized Filter
when invoking the options dialog.
a¥ . I Choose |Nune “ Apply J Stop
Fila Mame: weather nominal.arff Current relation Selected attribute
i Relation: weather symbaolic Aftributes: & Mame: play Type: Nominal
Files DfI\l’pEZ lArﬁ data files (*.an’f) |'] ( Instances: 14 Surn of weights: 14 J Missing: 0 (0%) Distinct: 2 Unigue: 0{0%)
Attributes o, | Label Count | Weight
[_cancel | s :
Open Cancel r ) r 2 5 5.0
L { All J l MNaone J [ Invert J { Pattatrn J =
Mo | Mame
1 [ outlonk
2 [ temperature
7 3 [ humidity

~ 4 [ windy ‘ , & | |
. {Class play (Nom) "M Visualize All J
The weather.nominal.arff

dataset has 4 attributes

Remawe

Classification




» This dataset has 14 instances (or lines or examples) labeled Yes (9 instances), and No (5
instances).

» Each instance states weather conditions for one day, while the Yes label indicates that the
day is suitable for playing tennis, while the No label states that the day is not suitable
for playing tennis.

Relation: weather.symbalic

To be clearer, click the Edit / . 1: outlook 2: termperature 3 humidity 4: windy 5 play

Nominal Nominal Hominal Hominal Hominal

bgtton (next_to Undo) to see 1 sunny  hot high FALSE no
this dataset in tabular form 2 sunny  hot high TRUE nao
We will make a model that can 3 overcasi QiR i IS ve
: oo ) 4 rainy rmild high FALSE wes
predict whether it is suitable to & rainy cool ST FALSE yes
play tennis (play = Yes) or not 6 rainy cool narmal TRIUE no
(play = No) based on the 7 oowercast cool normal  TRUE  ves
weather g8 sunny rnild high FALSE no
9  sunny coal narmal FALSE vwes
. ) 10 rainy il narmal FALSE wes
It is interesting to see that 11 sunny  mild hormal  TRUE  yes
there are 4 instances with 12 overcast mild high TRUE ves
the value outlook =overcast, 12 owercast hot normal FALSE wes
all of which are labeled T4 rainy il high TRUE  no
play = Yes.

Classification




If the Visualize All button is selected on the bottom right, a visualization of the

proportion of classes will appear for each attribute value
L e

& Al attributes
IJI,I‘IIIJIJK temperature humldﬂy
- ™

windy

Classification

It is interesting to see that
there are 4 instances with
the value outlook =overcast,
all of which are labeled

play = Yes.




Model Making - Select the Classify tab.
* |In the Classifier section, there

is the Choose button and the
name of the machine learning

W Classifi E 3 k
M Cluster T Associate T Select attributes T Visualize] | i algorlthm that haS param eterS.
Cassiter Y @ ek « Select the Choose button, a

L ¥ [ classifiers

$
[ choose ]|J@u.25-m 3 & » [E5 bayes
L B » (5 functions

dropdown menu will appear

=11

Test options Classifior output > & ey * Click trees, and choose J48
[ O Use aiing se “i :ggfgj (not ID3, because my Weka
O swpodistcel 51t @ didn’t provided ID3
R — o eloalifn
[ — ] : [ hoetingTres + In the text, it says "J48 -C
k J o Cun 0.25-M 2".
| tvom piay v 0 i a IR -\It‘rhe text is clicked, the
[T son Re g parameter dialog will come out

whose value can be adjusted.

Classification




The parameter dialog ———

weka.classifiers.trees. 48
About

« Before starting the learning Class for generating 2 prunsd or unpruned C4. [ Mo |
process (or learning) by pressing Capabllties
the Start button, make sure the ] ]
class attributes are appropriate.

| Fi——

batohSize |1uu

* |In our dataset, the class attribute binaryspits | False
is play. In addition, choose the callapseTree | True
apprOprlate teSt OpthﬂS confidenceFactar IE ‘

debug |False

doiotCheckCapabilities [False

dofothakeSplitPointActualvalue [False

minkumohj |2

numbDecimalPlaces |2

numFolds |3

) @® | | e E & &

teducedErrarPruning | False %
savelnstanceData | False |
seed 1
subtreeRaising | True v
| open. || sae. || oK || cancer |

Classification




@ Weks Bxplorer « Use training set: the model evaluates how well it predicts the

Prepracess | Classify [ Cluster | associate | elect attibutes | visualie | class of all data instances. This is rather dangerous because
LClassiley it can cause accuracy to be artificially high.

» Supplied test set: the model evaluates how well it predicts

| Chaose ].Ms-o 0.25-M 2
the class of test data instances that are loaded from separate

Test options - Bl el i files. This test data is in the form of ARFF and of course it
() Use fraining set must be the same attribute as the training data.
() Supplied test set Set.. » Cross validation: the model is evaluated by cross-validation,

with the number of folds according to user input (default: 10).

(®) Cross-validation Faolds 10
For example if the training data have 1000 rows and 10 folds

() Percentage split % BB T p
( — | are set (ten cross validation), then for the first batch, rows 1-
100 are used for testing and rows 101-1000 are used for
- : training. For the second batch 101-200 for testing and 1-100
| ttompia H plus 201-1000 for training. And so on in turns until batch 10.
[ Start ] Stop Accuracy of each batch is calculated and the accuracy of the

model is the average of all batches. Cross validation is more
commonly used.

Here are the details of the test options : + Percentage split: the model evaluates how well it predicts
the class of instances which are certain% of all data (hold-
out). Large% according to user input (default: 66). Training
data is broken up into two according to percentage, the first
part is testing data, the second part is training data.

Classification
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After all settings are correct, click Start.

Results in the Classifier output, There are 5 parts that are displayed as output, i.e :

¢ . . Classifier outpurt
1. Run information: the list of -
learning information includes the === Fun information ===
scheme (learning algorithm and
. Schemne: weka.classifiers. trees.J48 -C 0.25 -M 2
Its pf'zlramgters), the na_'me Of the Felation: weather.symbolic
relationship (defined in the arff Instances: 14
file), number of instances, Attributes: 5
number and list of attributes, zutl“kt
. ENPErature

and test options. b di ty

windy

play

E Test mode: 10-faold cross-validation

Classification




Classifier output

2. Classifier model (full training
Set) Iearnlng mOdeI that reSUItS === [lazzifier model (full training set)] ===
from all training data in text 748 pruned tree
representation. The followingis | |77
a decision tree model written in outlook = sunny
text representation. note: R s 00 1301
. N | hunidity = normal: yes (2.0)

Whatever teSt OptIOl’lS are outlook = owercast: yes (4.0)
chosen, the classifier model that . "
: . . | windy = TEUE: no (Z.0)
Is output is the model that is | windy - FALSE: yes (3.0)
built from all training data (full

.. NMmber of Leawves 5
training sets).

Size of the tree : g

Classification




To see the visualization tree, right-click the result list (bottom image)
then select visualize tree.

Result list (right-click for options)

4 Weka Classifier Tree
=== [ietailed Tree View
r

Yiewy in main window
Yiewy in separate window
Save result buffer

Cielete result buffer(s)

Load madel

Save model outlook

Re-evaluate model an current test set i

Re-apply this model's canfiguration | = sunny = overcast = rainy

Yisualize clazsifier errors ' \

Yisualize tree / hu yas (4.0} windy
Yisualize margin curve /\ /\

' Yisualize threshold cume

Status = high = normal =TRUE = FALSE
s

CostiBenefit analysis \ / \

v

ok Yizualize cost curve

1 M YES (Z.N no (200 VES (S.D)i

\

Result

Based on this decision tree, the model can be seen clearly. If there is
an Outlook input: Sunny; Humidity: Normal, then to predict the tree
trace from the outlook attribute, go down to the humidity branch on the

Classification reftangetote end gean abeieayes"




Summary:list of performance
statistics that show how
accurately the classifier model
can predict the actual class of
each instance according to test
options. For the 10-fold cross
validation test options selected,

Classifier output
-

Time taken to build wodel: 0.06 seconds

Correctly Classified Instances
Incorrectly Classified Instances

7
7

. ) Kappa statistic -0.0426
there are 14 instances tested in Mean absolute error 0.4167
10 iterations. In the results Root mean e TRk 0.5%84
. Relative absolute error 87.45 %
ShOWﬂ, there were 7 InStanceS Root relative squared error 121.2987 %

(50%) that were correctly
predicted by the class, and 7
other instances (50%) were
incorrectly predicted. The
accuracy of this model is still
poor, 50% means the accuracy
of this model is the same as
tossing a coin. Indeed the
dataset used is still an
experimental dataset

Total Nuwher of Instances

14

50
50

Classification




4. Detailed accuracy by class: a
more detailed measure of
performance at the class level.

=== Detailed Accuracy By Claszz ===

TP Rate FP Rate Precision Recall F-Measure HNCC ROC irea PRC Area Class

0,556 0,600 0,625 0,556 0,588 -0,043 0,633 0,758 yes

0,400 0,444 0,333 0,400 0,364 -0,043 0,633 0,457 1o
Weighted vy, 0,500 0,544 0,521 0,500 0,508 -0,043 0,633 0,650

Classification




Confusion matrix: a matrix that shows how
many instances are predicted to each class
(per column) and the number of instances
that correspond to the actual label (per row).
In this example there are 8 instances that are
predicted or classified as Yes. Of these 8
Instances, 5 instances are labeled Yes (also
called True Positive), and 3 instances are
labeled No (also called False Positive). The
Correctly Classified Instances value in
Summary 7 (50%) is a 5 + 2 value from this
confusion matrix.

Classification

=== Confusion Matrix ===



We can determine whether our ROC curve is good or not by looking at AUC (Area
Under the Curve) and other parameters which are also called as Confusion Metrics

Predicted class

Class = Yes Class = No

Actual Class Class = Yes

Class = No

* True Positives (TP) - These are the correctly predicted positive values which means that
the value of actual class is yes and the value of predicted class is also yes.

* True Negatives (TN) - These are the correctly predicted negative values which means
that the value of actual class is no and value of predicted class is also no.

* False Positives (FP) — When actual class is no and predicted class is yes.

* False Negatives (FN) — When actual class is yes but predicted class in no.

Matrix Confusion




Save the Model

Result list (right-click for options)
-

1 ‘ ‘=== Detailed A

Click the result list to be saved,
then right-click and "Save Model

" Wien in main win o o

Wiew in separate window
Sawe result buffer
Delete result bufferis)

Load model

ve model

Re-evaluate model an current test set
Re-apply this model's configuration

Result ist (right-click for options)
-

] ’ ‘=== Detailed Acc

And after saving, if needed we e —
Can Ioad |t Viewy in separate windowy

Save result buffer
Delete result buffer(s)

Save moadeal
Re-evaluate model on current test set =
Re-apply this model's canfiguration

Wizualize classifier errars
Wizualize tree
Yisualize margin cure

—_ Wisualize threshold cure >
SLTUS CostBenefit analysis > |
8114 Wizualize cost curve >

Classification




In the result list it will appear like this, meaning that the model was successfully
loaded

L8
Test options Classifier output
() Use training set —== Model information ===
() Supplied test set Set.. |
» d Filename: playtennis_J45.model
O Cross-validation  Folds Gchene: weka,classifiers. trees. 045 -C 0.25 -M &
Relation: weather. symholic
(_) Percentage split % Bf ittributes: &
[ . ] outlook
Maore options... tenp e e uLe
. J humidity
windy
(Mom) play play
[ Start ] | Stop | === [lassifier model ===

Result list {right-click for options) 748 pruned tree

48 model’ outlook = sunny
| humidity = high: no (3.0)

| humidity = normal: yes (2.0)
outlook = overcast: yes (4.0]
outlook = rainy

| windy = TRUE: no (2.0)

| windy = FLLSE: yes (3.0)

Humber of Leaves @ 5

Gize of the tree : g







